Brief answers
2.3(b) b2 = 1.257, b1 = 2.933 (c)E(y| x = 
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2.4(c) S(b2) attains its minimum approximately at b2 = 1.9 (d) The LS estimate is 1.934
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2.6 (b) 
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 for x = 80° F is 240. (c) x=40. Which answers do you obtain when temperature is measured in degrees Celsius (note that C = 9(F-32)/5, where C is temperature in °C and F is temperature in  °F).

2.9 (b) LS estimates are b1=6.019 and b2=-0.386; cost of producing first unit was exp(6.019) = 411.2.

(c) 
[image: image8.wmf]estimates of var(b1), var(b2), and cov(b1,b2) are 0.07555, 0.001297, and -0.009888, respectively.
(d) error variance estimate is 0.0499302 = 0.002493; (e) predicted unit cost when CUMPROD = 2000 is 21.92.

2.10 (a) The model is a simple regression model because it can be written as y = β1 + β2x + e, 
where y = rj – rf , x = rm – rf , β1 = αj and β2 = βj . (b) Microsoft has beta value of 1.430 (most aggressive), Exxon-Mobil has 0.403 (most defensive). (c) All estimates of αj are close to zero. (d) Estimates of βj change only slightly.
2.11 (b) Estimate of intercept is -60,861, of slope is 92.747. (c) Estimate of intercept is -28,408, of slope is 73.772. (d) Residual plot suggests that variance of error term is not constant.
3.1 (a) 95% CI for β1 is [-4.46, 171.30]. (b) t=1.92 < tc =2.024, hence do not reject H0. (d) t=1.92 > tc = 1.686, hence reject H0. p=0.031.
3.5 (a) E[INSURANCE|INCOME] = 6.85 + 3.88 * INCOME. 
N=20, R2 = 0.985, 
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σ

=14.36.
s.e.(b1)=7.38, s.e.(b2)=0.11. 
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=(59.3, 236.95).  (bi) 3880$; ii) 95% CI for β1 is [3.644, 4.116] 
(c) t=-9.99, hence reject H0. (d) t=25.7, reject H0. (e) Include a verbal description of assumed model, of model estimates. Include n, average values of independent and dependent variable, R2 , and standard error of error term. Comment and interpret 95% CI of slope parameter.  
3.6 (a) 95% CI for β1 is [-0.463, -0.308] (b) t = -10.7, learning effect exists.
3.3 (a) Reject H0 because tobs = 3.78 > tc = 2.819 (b) Reject H0 because tobs = 3.78 > tc = 2.508 (c) Do not reject H0 because tobs = 3.78 > tc = -1.717 (d) Reject H0 because tobs = -2.32 < - tc = -2.074                      (e) [0.079, 0.541]

3.11 (a) Do not reject H0 because –tc = -1.963 < tobs = 0.728 < tc = 1.963. (b) Reject H0 because           tobs = -4.45 < tc = -1.965 (c) Reject H0 because tobs = 3.05 > tc = 1.966 (d) Reject H0 because tobs = 3.05 > tc = 1.649 (e) Reject H0 because tobs = -4.45 < tc = -1.648 (f)(i) [77.62, 85.15] (ii) [65.45, 74.36]            (iii) [83.28, 95.23]
3.12 (a) estimates are (standard errors in parentheses) b1 = 8.666 (0.379), b2 = 0.0824 (0.0173). Both estimates are significant at 5%. (b) Reject H0 because tobs = 4.769 > tc = 1.646. (c)(i) estimates are b1 = 8.475 (0.480), b2 = 0.021 (0.022). b1 is significant at 5%, b2 is not. (ii) estimates are b1 = 8.820 (0.555), b2 = 0.145 (0.025). Both estimates are significant at 5%. (iii) estimates are b1 =6.005 (0.997), b2 = 0.120 (0.0461). (iv) estimates are b1 =9.0315 (0.581), b2 = 0.145 (0.027). (d) many large positive residuals, few large negative ones. Distribution of errors is probably skewed, not normal.
4.2 (a) b2 and its standard error larger by a factor 10.  (b) b1, b2, and their standard errors smaller by a factor 10. (c) b1 and its standard error smaller by a factor 10. (a)-(c) same R2 in all cases.
4.7 (a) E[y|x=x0] = b2x0. (b) 0.967 (c) R2 = [corr(y,yhat)]2 = 0.943. (d) SST = 29.333, SSR = 67.370, SSE = 11.604.
4.8 (a) and (b)
	
	
	b1
	b2
	R2
	JarqueBera (probl.b)

	T
	Est
	0.6776
	0.0161
	0.46
	0.279

	
	Se
	0.073
	0.0026
	
	

	ln(t)
	Est
	0.5287
	0.1855
	0.24
	1.925

	
	Se
	0.147
	0.048
	
	

	t2
	Est
	0.7914
	0.00035
	0.57
	0.188

	
	Se
	0.048
	0.000046
	
	


4.13 (a) slope = 67.24 , elasticity is 0.9607 (b) slope = 70.44 , elasticity is 1.007 (c) linear: R2=0.672, log-linear: R2g=0.715, log-log:  R2g=0.673 (d) linear: JarqueBera = 2456, log-lin: JB = 78.85, log-log:  JB = 52.74 (f) linear: E[PRICE|SQFT=2700]=201365; log-linear: 203516; log-log: 188221 (g) linear: 95% prediction interval is [141801, 260928]; log-linear: [133683, 297316]; log-log: [122267, 277454]             
5.3 (a) t-statistic of b1 is 0.476; se(b2)=0.00418; b3=0.00139; R2=0.0542; se(ei)=0.062  (b) A 1% increase in TOTEXP leads to larger proportion spent on alcohol by 0.000276 units. If age of household increases by 1 year, share spent on alcohol goes down by 0.0014 units. Two-child households spend 0.013 less on alcohold than one-child households do (c) [-0.00178, -0.0010] (d) tobs=-4.075, much lower than tc=-1.96 (two-tailed test, α=5%), reject the hypothesis that th enumber of children has no effect on budget proportion for alcohol. Reasons: an additional child implies more spending on food, clothes, leisure activities etc., and less partying.
5.4 See p. 552

5.9 See p. 553

5.13 See p. 554. Answer to last part of 5.13 (d) is wrong. We cannot reject H0:β3 ≥ 0.3 as long as  0.3 ≤  β3 ≤ 0.5431, but have to reject H0 for larger values of β3. Since we do not know the value of β3 , the test is inconclusive.
6.2  SST of restricted model (Problem 6.1) is 7057.5. Hence F=7.12>Fc=3.27. Conclusion: additional polynomials of x or z or both should be included.

6.7 See p. 555/556. Note: numerator degrees of freedom for F test statistic in problems (e) and (f) is 1, because there is only one restriction in the null hypothesis. This means that the critical value is F(1,261)=3.9 (α=5%) in both cases.
6.14 (a) One additional year of education leads to 2.19$ higher wage, other things equal. Husband one year older implies higher wage by 20 cents. (b) STATA’s Ramsey RESET tes (command: estat ovtest) adds 2nd, 3rd and 4th powers of predicted HW. An F test gives Fobs=6.65>Fc(3,747)=2.6. Reject the null hypothesis that all these additional polynomials should be included in the model. But when you add 2nd and 3rd degree terms only, the F-test indicates that the model should be augmented with these terms. (c)Coefficient estimates for HE2 and HA2 are (standard errors in parentheses) 0.1511 (0.046) and -0.0301 (0.008). Maximum wage when HA=48.16 years. (d) STATA’s Ramsey RESET test gives Fobs =1.33 < Fc(3,747)=2.6. We cannot reject the assumption that the model has no omitted variables. (e) Other things equal, wage in big cities is 7.9 $ higher than elsewhere. (f) CIT is strongly significant and should be included.(g) Omitted variable bias when CIT is not included is small. (Some effect on dHW/dHE for HE=6.) Corr(CIT,HE) = 0.23, corr(CIT,HA)=0.07.   
6.16 See p. 557

6.18 See p. 557

7.1 (a) Standard interpretation; see book.  (b)Extend th emodel with a term β4FEMALE, where FEMALE is a dummy variable having value one for women and zero for men. Estimate the extended model, and test if β4 is lower than zero. (c) Add an interaction term β5FEMALE*METRICS to the model. Test if β5 is different from zero.
7.2 See p. 558.
7.3 (a) One can expect that an increase in alcohol prices by 100$ will lead to 4-5 fewer days with alcohol consumption. (b) -32% (c) -28% (d) A 1$ increase in income leads to an expected increase in alcohol consumption by 0.000057 days (= 5 seconds). 0.057. (e) standard interpretation. All coefficients are significantly different from zero at the 5% level, except for age21-30.
7.7 E(ln(SAL1))=
8.9848-
3.7463APR1+
1.1495APR2+
1.288APR3+
0.4237DISP

          (se)
 (0.6464) (0.5765)
(0.4486)
(0.6053)
(0.1052)

+1.4313DISPAD

R2= 0.8428

   (0.1562)

(b) standard interpretation; Brands 2 and 3 are substitutes for Brand 1. (c) Display, no advertisement: sales increase by 53% compared to no display, no advertisement. Display and advertisement: sales increase by 318%. (d) Reject H0 in all four cases. Observed values fo test statistics are (i) t=4.03 (ii) t=9.17 (iii) F=42.0 (iv) t>6.86. (e) display will increase sales; display and advertisement will increase sales even more.
7.12 see p. 562.

7.13 (a)

       lwage |      Coef.   Std. Err.  
-------------+--------------------------
        educ |   .1042284   .0057775
       exper |   .0099315    .001321
     female |  -.1889853   .0285578
        black |  -.1140149   .0508428
    married |   .1207523   .0301556
       union |   .1149145   .0386328
        south |  -.0640531   .0312151
    fulltime |   .2632495   .0428507
       metro |   .1185811   .0352802
       _cons |   .3050722    .096812 
(b)

       lwage |      Coef.   Std. Err.  
-------------+----------------------------------------------------------------

        educ |   .1070677   .0027638
       exper |   .0091232   .0005999
      female |  -.1959798   .0131546
       black |   -.108702   .0220981
     married |   .1271845   .0137722
       union |   .1608508   .0176203
       south |  -.0468805   .0142163
    fulltime |   .2182538   .0204208
       metro |   .1305516   .0158165
       _cons |   .2898043   .0448821 

Coefficients change very little. Standard errors much smaller with larger sample size.
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